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Abstract— In the world of work the presence of the best 

employees becomes a benchmark of progress of the company 

itself. In the determination usually by looking at the performance 

of the employee e.g. from craft, discipline and also other 

achievements. The goal is to optimize in decision making to the 

best employees. Models obtained for employee predictions tested 

on real data sets provided by IBM analytics, which includes 29 

features and about 22005 samples. In this paper we try to build 

system that predicts employee attribution based on A collection 

of employee data from kaggle website. We have used four 

different machines learning algorithms such as KNN (Neighbor 

K-Nearest), Naïve Bayes, Decision Tree, Random Forest plus two 

ensemble technique namely stacking and bagging. Results are 

expressed in terms of classic metrics and algorithms that produce 

the best result for the available data sets is the Random Forest 

classifier. It reveals the best withdrawals (0,88) as good as the 

stacking and bagging method with the same value. 
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I. INTRODUCTION 

The development of digital technology has been 
increasingly advanced, all forms of information have switched 
from conventional (physical) form to digital form. It allows us 
to process these data with certain mechanisms to then generate 
knowledge that can be used for strategic purposes. in recent 
years there is a field of science that is very trending in the 
world of information technology related to other fields 
including business namely Data Science. Data Science is a 
field of science that specifically studies data, especially 
quantitative or numerical data both structured and unstructured 
so that the data can provide an understanding of existing 
problems or facts[1].  

The many data if analyzed traditionally will not be effective 
to obtain information or patterns contained in it, a method that 
is quite capable to perform data analysis is machine learning, 
which is a method of data extraction that is a combination of 
artificial intelligence and computer science or computer 
science[2]. Process prediction approach has been proposed, 
implementing different data processing schemes and prediction 
algorithms[3]. Specifically, the processing of data conceptually 
can be done using the Data Mining process. One of the 
processes of Data Mining that can provide knowledge about 

the interrelationship between data variables is Random Forest. 
Random Forest Regression Algorithms are used to match the 
data and human resource from the test data[4]. Today Big Data 
is becoming a relevant issue for the world, interest in Data 
Science and Machine Learning is growing. There are typical 
types of Data Analytics ranging from Descriptive Analytics 
that evolves into something further developed, as Predictive 
Analytics. Predictive analysis allows investigators to work on 
authentic and up-to-date data to help predict future 
environmental possibilities. These predictive insights promote 
much better decision making and better results. The use of 
predictive analytics is vast, empowering organizations to 
improve quite a lot of aspects of their business fortifying their 
decision-making power, one of which is human resources[5].  

In recent years, the company has increasingly paid attention 
to human resources (HR), such as the quality of and skills 
represent real growth factors and competitive advantages for 
the company[6]. This encourages that HR data contains a lot of 
noise and errors. Therefore building accurate analytics models 
is challenging for HR[7]. If the data in HR available more, the 
extreme gradient enhancement is recommended to be used as 
the most reliable algorithm. this requires minimal data 
preprocessing, having predictive power, and rank important 
features automatically and reliably[8]. A common problem 
with data is that it's missing data. Most real data sets have been 
lost Value. Inhibiting lost values makes analysis easier by 
creating a complete data set because it eliminates complex 
pattern handling issues of missing security[9]. Missing data 
pose several problems for the data analysis[10]. In previous 
studies the approach of handling lost data so that minimize the 
damage, underlying assumptions and possible costs and its 
benefits[11]. 

K-NN Imputation is a method to estimate a missing values 
that occur on a dataset which usually a classification purposed 
dataset based on the neighboring pattern, and said that KNN 
Impute provide more robust and sensitive method for missing 
values imputation[12]. The results of previous studies, with 
Random forest model to predict employees with these 10 
features through random forests produces more accurate and 

precise, with and 89% accuracy and 72% precision[13]. From 

the results of previous research analysis of predictions 
employee delay factor using three algorithms, namely the 
accuracy of the C.45 = 79.37% and AUC value = 0.646, 
Random Forest Algorithm Accuracy = 78.58% and AUC value 
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= 0.807 while for random tree algorithm accuracy = 
76.26%and AUC value = 0.610[14]. By using Random forest 
can identify whether run broiler breeders lay eggs or not on a 
certain day during the egg-laying period with an accuracy of 
about 85%[15]. On ensemble method based architecture using 
random forest research importance to predict employee's turn 
over has achieved the highest accuracy of 99.4%[16]. 

With enough data, Machine learning can be used to predict 
the best employees. This research shows that the machine 
learning, random forests, can improve accuracy and precision 
of predictions, and points to variables and behavior indicators 
that have been found to have indicators correlation with 
employees. Based on the problems previously raised, 
researchers are interested in conducting research related to 
employee data in Bank Rakyat Indonesia. The use of random 
forest algorithms is included in the part of machine learning 
which is a computer learning process from the data will be 
processed in such a way that it can be recognized the 
characteristics or pattern models of existing data in the hope of 
providing knowledge to be able to improve the effectiveness of 
the best employee assessment 

II. METHOD 

A. Data 

The data used in this study is a public dataset retrieved 
from Kaggle data repository with “people analytics” query. 
The dataset is about employees track record on a company 
which used to determine whether the employee is on their best 
performance or not. The data consist of 29 data attributes and 1 
class label with 22005 instances. The information is various, 
from the demographic information such as, age, gender, and 
marital status into more professional characteristics such as, job 
duration on current level, the job level, employee type, person 
level, annual and sick leaves, and the achievement meter which 
shows each employee personal achievement on the job. The 
sample dataset can be seen in Table 1. 

TABLE I.  DATASET SAMPLES 

Job_level Person_level Gender … 

Best 

Performance 

JG04 1.17 Male … 0 

JG04 1.83 Male … 1 

JG03 0.75 Male … 0 

JG03 0 Male  0 

JG04 1.17 Male  0 

… … … … … 

JG04 1.5 Male … 0 

JG04 1.75 Female … 1 

JG04 1.42 Female … 0 

JG04 1.5 Male … 0 

 From Table I can be inferred that the data characteristics is 
mixed between categorical(nominal) data and numerical data. 
In the following step, the data will be undergoing a 

preprocessing step to ensure the readiness of the data to be 
processed further. 

B. Research Design 

The following stages is the research design of this study. 

 
Figure 1 Research Design 

C. Preprocessing 

Preprocessing is a series of process to make sure the dataset 
is “clean” enough to be processed. The raw dataset may 
contain inconsistent data, noise, incorrect data format, 
duplicate or redundant data, or missing values. therefore, those 
situations can degrade the effectiveness and the trustworthiness 
of a data mining result because the dataset is not conditioned to 
be ready for further processing. To make sure the data is free 
from the unwanted condition, the preprocess stages is 
necessary to be carried on. Missing values is also problems that 
handled in the preprocessing stages, but because it needed the 
data is clean from noise and such disruption then the missing 
values imputation steps is separated from the other 
preprocessing steps and will be done later. The condition of the 
dataset which needed to be address can be seen in Table II. 
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TABLE II.  NOISES IN THE DATASET SAMPLES 

Education_Level GPA Achievement_target_1 

achievement_ 

target_2 

level_4 40 ? ? 

level_3 ? achiev_100%-150% achiev_< 50% 

? ? achiev_50%-100% achiev_< 50% 

level_4 ? ? ? 

level_4 ? achiev_50%-100% Tercapai_< 50% 

level_4 ? ? ? 

 

As shown in Table II, the missing values numbers from that 
small samples are already numerous and there are some 
irregular data such as GPA which have values of 40 which is 
doesn’t make sense because the maximum value of GPA is 5 
internationally yet in Indonesia the GPA scores is 4 at 
maximum value. There is also inconsistent data format on the 
last 2 rows of achievement_target_2 attribute. 

The outlier data of the samples will be deleted and let it 
become a missing-values, the duplicates will be filtered so 
there is no duplication anymore, the inconsistent data will be 
corrected into the desirable and appropriate format. The outlier 
detection is done using box-plot to see the boundaries of the 
data distribution. The box-plot samples of several attributes can 
be seen in Figure 2 and Figure 3. 

 

Figure 2 Box-Plot on Job_duration_in_current_person_level 

attribute 

 

Can be seen in Figure 2, that the attribute has several 

outliers in it, so the dataset will be filtered by the maximum 

number of the upper limit of the plot which less than 3. 

 
Figure 3 box-plot on age attribute 

 
Figure 4 Box Plot on GPA 

 
 On Figure 3 can be seen more outlier values on age 
attribute, the process is same for all outlier values detected 
which is deleting all the outlier and let it become a missing -
values. After those noise overcame, the missing values 
imputation step takes place. It will estimate the original 
missing values from the raw data and the deleted values due to 
outlier. The outlier is treated by such process is due to the value 
of the overall instance is too precious, the number of instances 
which is also the number of information is maintained. By just 
deleting the outlier value and not the instances will retain the 
other valuable information for the data mining process. 

D. Missing Values Imputation 

It is described in the previous section that missing values 

imputation will be done after the data is “cleaned”. The 

missing values imputation method used in this study is a 

Random Forest based imputation or called missForest 

imputation and the technical implementation of missForest 

imputation method is carried on Python. missForest is 

relatively new approach to handle missing values on a dataset. 

After the missing values imputation step done, then the data is 

ready to be processed further into the classification step.  

E. Classification 

After the data cleansing steps or so-called preprocessing 

steps is done. The main stage of the study will be carried on, 

the classification method used in this study is as follows: 
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Decision Tree, k-NN, Random Forest, Stacking and Bagging 

methods. 

Decision tree is a commonly used classification method. 

This method is already established and included in almost all 

data mining tools. The decision tree changes the tabular 

dataset into a tree-like model to represent the rule conditions 

of decision[17]. The main requirement of decision tree method 

is a labeled dataset, or can be said that decision tree is a 

supervised learning method. 

Random Forest is a classifier that contain a bunch of tree-

structured classifiers that are identically independent and 

distributed random vectors. Each tree casts a unit vote for 

most popular class at input[18]. 

Nearest Neighbor classification, also known as K-nearest 

neighbors (KNN), is based on the idea that the nearest patterns 

to a target pattern x, for which we seek the label, deliver 

useful label information[19]. The K-NN method is widely 

used in data mining field as one of the simplest methods to do 

a classification.  

Stacking is an ensemble method that stack individual 

learners into a single powerful learner. The general principle 

of stacking is as follows: given d different learning algorithms, 

evaluate each of them on the predictor matrix X, given 

outcome vector y in a k-fold cross-validation. Save the out-of-

fold predictions and combine them to a new data 

matrix Z. Z now has d columns and the same number of rows 

as X. Then, estimate a weighted scheme for each column 

of Z to combine to a final prediction[20]. 

Bagging predictor is a method for generating multiple 

versions of a predictor and using these to get an aggregated 

predictor. The aggregation averages over the versions when 

predicting a numerical outcome and does a plurality vote when 

predicting class[21]. 

F. Evaluation 

For each classification method, the measurement metric on 

how good the classification result is carried on by the k-fold 

cross validation. The evaluation method is said to be fair and 

square method to measure the classifiers performance due to 

the nature of its method that split the data into parts and do the 

training-testing process using those parts. The first fold is 

treated as a validation set and the rest is fitted toward the 

method. So, the number parts that fitted toward the method is 

k-1 fold[22].  

III. RESULT AND DISCUSSION 

The initial dataset is preprocessed and treated using K-NN 

Imputation method to estimate any missing values on the 

dataset. K-NN Imputation method can work on both numerical 

and categorical data. Yet in this study the missing values 

processed onto an encoded value of the dataset. After the data 

is ready to be processed further, then the classification 

methods take place. The illustration of the missing values 

imputation result can be seen int Table III and Table IV. 

 

 

 

TABLE III.  PRE IMPUTATION DATASET 

GPA Year_raduated Avg_Achievement_%1 

NaN NaN NaN 

NaN NaN 35.3433 

NaN NaN NaN 

NaN NaN NaN 

NaN NaN NaN 

 

TABLE IV.  IMPUTED DATASET 

GPA Year_raduated Avg_Achievement_%1 

3.246 2012 25.453 

3.312 2013 35.3433 

3.238 2015 28.753 

3.402 2014 30.1647 

3.082 2012 30.238 

 
From Table IV can be seen that the process of the missing 

values imputation is done as no more missing values in the 

samples. Therefore, the next stage of data mining can be 

started. 

The classification methods used in this study are K-NN, 

Decision tree, Random Forest, plus two ensemble techniques 

such as Bagging and Stacking. Then the classification result 

evaluated using 10-fold cross validation to make sure the 

results are fair and because the dataset number is not that big. 

The K-NN method parameter used in this study is k = 5, and 

produced accuracy of 0.86 with deviation 0.0. Decision Tree 

implemented and produced 0.87 accuracy with 0.02 deviation.  

The accuracy of the single classifier method can be seen in 

Table III below. 

TABLE V.  SINGLE CLASSIFIER RESULT 

No Methods Accuracy 

1 K-NN 86% 

2 Decision 

Tree 

87% 

3 Random 

Forest 

88% 

 
As shown in Table IV among the single classifiers, 

Random forest produced biggest accuracy with 88%. To know 

more of the potential model for the dataset, some of the 

ensemble techniques are implemented. Bagging K-NN and the 

Stacking of Random Forest and Logistic Regression are used. 

The accuracy comparison of all classification methods can 

be seen in Table V below. 

 

 

 



International Journal of Computer, Network Security and Information System (IJCONSIST) 

Vol: 2, Issue: 2, March 2021, pp. 53-59 

 

57 

 

TABLE VI.  CLASSIFICATION RESULT OF ALL USED CLASSIFIER 

No Methods Accuracy 

1 Decision 

Tree 

87% 

2 Random 

Forest 

88% 

3 K-NN 86% 

4 Bagging 88% 

5 Stacking 88% 

 
From Table V can be inferred that there is no accuracy 

improvement from the Bagging and Stacking method toward 

the random Forest method. The situation caused by several 

possible problem, the first is the class distribution of the 

dataset that is not yet to be measured. If it is in an imbalanced 

condition, surely the situation should be treated beforehand. 

Because imbalanced dataset is already become a specific 

problem that may affect the classification result. 

The assumption of this situation is either the datamining 

methods is just do not fit for the dataset, or it is the dataset that 

has the bad quality in terms of statistical values such as 

normality, or correlation, or it is because the nature of the 

dataset that have multi class in it. In terms of classification 

method results, stacking technique produced lowest accuracy 

score while individual learner such as Random Forest and 

Decision Tree produced better result. Even though, the score is 

still close to each other and may be have no significant 

difference. 

The second possible problem that may affect the 

classification’s result is the number of the dataset. The 22.000 

dataset may not enough to build a good model for the class. 

IV. CONLUSSION 

This research is emphasizing on the discovery of the 
classification method that can do a great job for the dataset. 
Several classification methods have been tried out and 
produced pretty much different result. The best result carried 
out by Random Forest, Bagging and Stacking method with 
88% accuracy score. 

The future work of this research is to check out the class 
distribution to measure the potential imbalanced dataset 
situation and overcome if it is any of that situation occurred.  
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